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What We’ll Cover Today

Introduction
* Session |l beta training program goals
* Brief overview of XLMiner
Overfitting problem
Partitioning the data
Supervised learning — classification
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Session Il Online Beta Training Goals

* To empower you to achieve success
 State of the art tools
* Online educational training

* Training documents and demos

* To familiarize you with the following concepts:
* Understanding the ideas behind the classification techniques
* Fitting classification models to data
* Assessing the performance of methods

* Applying the models to predict unseen test cases

Solvers
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Data Mining Steps

Explore,
Understand, Identify Task
mdl and Prepare and Tools
Data

Build and
Evaluate
Models

Identify
Opportunity |[ed

Deploy

Collect Data Models

\
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Unsupervised Learning Algorithms

Y

* No outcome variable in the data set, just a set of variables (features) measured

on a set of samples.
* Market basket analysis.
* Social network analysis.

3/20/2014
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Supervised Learning Algorithms

* For each record:
* Outcome measurement y (dependent variable, response, target).
* Vector of predictor measurements x (feature vector consisting of independent variables).

* Prediction:
* Housing market: Price.

* Product: Demand.

- ) Prediction
* Classification:

* Online Transactions: Fraudulent (Yes / No)?
* Email: Spam / Not Spam?
 Insurance Applicant: High / Medium / Low Risk?
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Classification
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Brief Overview of XLMiner

Y

H -

FILE HOME IMSERT

Frontline Exarmple Models Overview.xls [Re:

PAGE LAYOUT FORMULAS DATA REVIEW VIEW DEVELOPER ADD-IMN5 Analytic Solver Platform ALMiner

U el e O
Sample Explore Transform Cluster

- - L4 L

Data Analysis

SE M N BER B R SR

Partition ARIMA Srmoothing  Partition Classify Predict Associate  Score Help

L4 - - - - - -

Time Series Data Mining Toals

\

/Data Analysis

 Draw a sample of data from a spreadsheet, or from external database (MS-Access, SQL Server,
Oracle, PowerPivot)

 Explore your data, identify outliers, verify the accuracy, and completeness of the data

* Transform your data, define appropriate way to represent variables, find the simplest way to
convey maximum useful information

\° Identify relationships between observations, segment observations /

\

3/20/2014

Solvers

WE DEMOCRATIZE ANALYTICS


C:/Sima Files/Sima Backup_62413/Training Sessions-Management Science 4e/Sima power point/Chapter 6-Documents-Powerpoint Slides/Universal Bank_DataBase.xlsx
C:/Sima Files/Sima Backup_62413/Training Sessions-Management Science 4e/Sima power point/Chapter 6-Documents-Powerpoint Slides/Universal Bank_DataBase.xlsx

Brief Overview of XLMiner

Y

H - Frontline Example Maodels Overviewxls [Re:
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW DEVELOPER ADD-INS Analytic Solver Platform XLMiner

= By e Paa | Bae abeld R0 R o @)
il 55 2;1 58 | &= M M V= D¢ Dt B gj] E?

Sample Explore Transform Cluster] Partition ARIMA Smoothing  |Partition Classify Predict Associate  Score Help

- - - - - - - - - - -

/Time Series
* Forecast the future values of a time series from current and past values

* Smooth out the variations to reveal underlying trends in data

* Economic and business planning
» Sales forecasting

\ * |Inventory and production planning /

Data Analysis Time Series Data Mining Tools

~
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Brief Overview of XLMiner

Y

H - Frontline Example Maodels Overviewxls [Re:
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW DEVELOPER ADD-INS Analytic Solver Platform XLMiner

== l=a Il e B == =c - = L = () D @)
i = niifl 2% Hy &= A D= Be Bt BN gj[ E?

Sample Explore Transform Cluster  Partition ARIMA Smoothing | Partition Classify Predict Associate | Score  Help

- - - - - - - - - - -

Data Analysis Time Series Data Mining X Tools

Data Mining

* Partition the data so a model can be fitted and then evaluated
* Classify a categorical outcome — good/bad credit risk

* Predict a value for a continuous outcome — house prices

* Find groups of similar observations — market basket analysis

\_ J
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Chapter 6 - Part |
Classification Methods

TA REVIEW WIEW oE

: : |4 92 @l
Using XLMiner = e

FrontlineSolvers
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The Problem of Overfitting

Y

* |f we have a complicated model, the model may fit and explain the training data

very well, yet fails to generalize to new data.

f (aptaixi+ayx;)

Underfit

3/20/2014
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Partitioning the Database

* Helps to avoid overfitting by testing the model on validation part.

 Partitioning is segmenting the data into following groups.
* Training set: used for learning the parameters of model.
 Validation set: used for evaluating the model error and tuning parameters.

 Test set (optional): used for a final, independent test of the performance of the
model on new data that was not part of the model building.

Solvers
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Partitioning the Database
XLMiner

e Standard Partitioning SR & B R G
 Random partitioning _ I
* User-defined Partitioning

* Partitioning with Oversampling

* Use Oversampling when there are only two categories and the group of
interest is rare.

Standard Partition

|'Lﬂﬂﬂ il HH

Partition with Oversampling

* Example: Universal Bank data — personal loans solicitations.

3/20/2014 So |Ve FsS
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Summary- Partitioning with A
Oversampling Using XLMiner E”

e Click any cell within the * Selectall variablesin  * Highlight the target variable

dataset, then click the Variables list box in the Variables in the
Partition — Partition with then click >to move all  partitioned data listbox then
Oversampling (in the Data Variables to the click the > to the left of
Mining section of the Variables in the Output variable to designate
XLMiner ribbon). partitioned data listbox. this variable as the output
——— variable, then click OK.
=R
Partition Classify Predict Associate  Score Help e [ ) [
E Ptandard Partition - | I
E Partition with Oversampling J ?
3/20/2014 So |Ve FsS
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Classification Using XLMiner

TA REVIEW VIEW DE

o [N

Classify Predict Associate  Score

e Discriminant Analysis

?°
%) Discriminant Analysis
fl § ..I B gw v
w Logistic Regression
w k-Mearest Neighbors
w Classification Tree
%' Naive Bayes

k%‘/ Neural Network

FrontlineSolvers
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Discriminant Analysis (DA)

Estimates means and covariance(s) of groups using training data.

Models distribution of each group separately.

Independent variables are assumed to be normally distributed.

Linear discriminant analysis (LDA) - linear decision boundaries.

Quadratic discriminant analysis (QDA) - quadratic decision boundaries.

Solvers
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Estimates the probabilities that a given record falls into one of the possible classes.

Bayes theorem - posterior probabilities (adjusted with prior frequencies of classes).

16



Scoring New Data

XLMiner’s dialogs for classification routines provide an option to
score new data in a database or from worksheet.

In the Discriminant Analysis — Step 3 of 3 dialog.

Score new data in a database using XLMiner : MS-Access, SQL
Server, Oracle.

* Example: Scoring to MS-Access Database

XLMiner’s “Score” in the Tools group, will allow you to score new
data after you have fitted your model. XLMiner produces Stored
Worksheet with saved model.

Solvers
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Discriminant Analysis - Step 3 of 3 ﬂ

OL_!FE_LIt option
[ Car

Score training data Score validation data

[™ Detailed report I~
¥ summary report I~
[~ Lift charts I~
I™ Canonical Scores I~

Score test data

= (== =

Help | Cancel| <Badg| | Finish |

$1

Score
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Summary-Scoring to a Database

Y

* |n the Discriminant * In the Score new data in e Match variables in
Analysis method, this group, select Database. The the dataset to
feature is found on Scoring to Database variables in the

the Step 3 of 3 dialog.  « The first step on this dialog database and click
is to select the Data source. OK.

r B
Scoring to Database [-é?—J

— — ‘

S = * Once the Data source is S |
Dista soures WE-Aiczess = Connect i a database, .,

Soktteblohipn 109ten Houste | g pecords | 505| #Fimds | 17

¥ Canorical variate loadings S e I e Cte d , CO n n e ct to a Irot data

Score training data Score walidation data
Figlds i tabla Variables ininput data

v Detailed report [+ Detailed report .

S| e database... will be enabled. = A ‘

¥ Lift charts i TI\'IUDIJS av&us

v Canonical Scores ; . ﬁxs EQE ‘
RM ois

Score et ot * Enter the appropriate A . |

- details, then click OK to be e
. ] connected to the database. e —

If checked, output will include canonical scores on validation Hel Cancel

data set,
Ciick this ba unmakch all the mabched variasies fram bhe input data variable lisk,

Solvers
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Summary-Score Test Data

Using DA Model

e Click Score on the XLMiner
ribbon.

e Select the new data and the
Stored Model worksheets.

1

sociate  Score  Help

Tools

Select New Data Sheet & Stored Model sheet-Step 1

Data to be scon

ed
Worksheet: Sheet1

mes of all the worksheets ava

ilable in the selected workbook.

3/20/2014

* Click Next. XLMiner will open the Match

variables — Step 2 dialog.

* Match the Input variables to the New Data
variables using Match variable(s) with same
names(s) or Match variables in stored model in

same sequence.

Mth:SZ

=)

LRI

LIS Ser

Maken variablais) with sams nameis)

* Then click OK. o ?.Tf‘ij L2 amms j
J
|
o |

H=tp

= |

Solvers

WE DEMOCRATIZE ANALYTICS

This & the It of warisbles you can
picked from the neww data rang=.
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Strengths and Weaknesses of
Discriminant Analysis

Strengths:

Very fast even for large data.
Useful and well-interpretable — number of features is not large.
Perfect fit — normal group distributions.
Stable model — well-separated groups.
Multiclass learning — can explain data in lower dimensions.
e Similar to PCA, but in a supervised way.

Solvers
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Strengths and Weaknesses of
Discriminant Analysis

Weaknesses:

* Does not apply — number of features exceeds number of records.
* Overcomplicated and less stable — high-dimensional data.
* May fail to capture structure of the data — highly non-Normal distributions.

Solvers
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Summary-Discriminant Analysis

Y

e Partition the data.

* Select a cell on the
Data_Partitionl
worksheet then click
Classify — Discriminant
Analysis.

TA REVIEW VIEW DE

I & G

> R |

Classify Predict Associate  Score
2

%) Discriminant Analysis

W-F/ Logistic Regression

-

'T'Ff" k-Mearest Neighbors

-%," Classification Tree

%/ Naive Bayes

%" Neural Network

3/20/2014

» Select the Output  * Click Next and select  « Select the output
variable and Input the desired method and score training
Variables. of computing Prior and validation data

class probabilities. options.

— Data source

Worksheet: |Data_Partitiond =] workbook: [Boston_Housing.udsx — |
Data range: | | =columns: — Score — Score validation data
# Rows r .
[ : T e [ ) I™ Detailed report I™ Detailed report
"_ Discriminant Analysis - Step 2 of 3 ﬁ ¥ Summary repart ¥ Summary report
v ontains headers
Varisbles in input data Input variables — Prior class probabilities [ Lift charts [ Lift charts
g:m " According o relative occurrences in training data [ Canonical Scores [~ Canonical Scores
' ilse equal prior probabilities — Score test data — Score new datain
B reain Worksheet
" User specified prior probabilities I”" Detailed report r oresnee
! - e o T Detailed report
— Misclassification Costs OF I s B _Do
Success{1): 1 Faiure(0): I 1 [T Lift charts I™ Cangnical Scores
- Canonical Scores r Database
Help | Cancel | < Back | Mext = | Einish |
Help | Cancel | < Back | Mext | Finish |
e concel | <ok | mewt> | pmen | This option will assign equal probability to al If checked, output will indude Canonical variate loadings.
classes found in the training data.
Spedifies number of columns in selected data range.
F tlineSol
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Classification Using XLMiner

A REVIEW VIEW DE!

N & G
g o2 w5 Wl
Classify Predict Associate  Score

* Logistic Regression

% Discriminant Analys

%) Logistic Regression

% k-Mearest Neighbors

% Classification Tree
re

= Maive Bayes
Dé o

%' Meural Metwork

FrontlineSolvers
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Logistic Regression (LR)

Extremely powerful and widely used.

Extends Linear Regression.

XLMiner — binary classification problems.

Fitted parameters — estimate the probability of given records belonging to one of
two possible groups.

Solvers
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Logistic Regression

* Models Logit transformation — linear combination of predictors:
Logit(P{success|x}) = by + by1x;1 + box;p + -+ + by,
* LR — conditional probabilities (generative learning)

* DA —joint probabilities (discriminative learning)

Solvers

WE DEMOCRATIZE ANALYTICS

3/20/2014



Strengths and Weaknesses of
Logistic Regression

Strengths:

* Very popular — 2 classes.
* No assumption — distribution of independent variables.

e Unlike Linear Regression — error terms are not assumed to be normally
distributed.

* No assumption — linear relationship between independent and response
variables.

* Performs well — data containing categorical predictors.
* Handles large high-dimensional datasets.

Solvers
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Strengths and Weaknesses of
Logistic Regression

Weaknesses:

* Less stable — low dimensional data where classes are well-separated.
e Discriminant Analysis.

e Less efficient — number of records are less than number of features and when
collinearity is present.

 XLMiner — embedded variable selection and best subset.

Solvers
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Summary- Logistic Regression

* Select a cell on the * Choose input and output
Data Partition1 output variables.

worksheet, then click . Cch " | ) "
Classify — Logistic Choose the value that wi

Regression on the be the indicator of

XLMiner ribbon. “Success” by clicking the
down arrow next to Specify
“Success” class (necessary).

TA REVIEW VIEW DEY

20 D | @
9| S o @I

Classify Predict Associate  Score!

y— * Specify the initial cutoff

=/ Discriminant Analysis
Ps v

- — probability for success, and
) k-Nearest Neighbors C | i c k N ext .

' (lassification Tree

&) &

£

4 Naive Bayes

£

?
= Neural Network
D

Solvers
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-
Logistic Regression - Step 1 of 3 g
Data source
Worksheet: |Data_Partitionl ¥ | Workbaook: |Char\es_EookCIub.xst -
[ | # columns: | 18]
# Raws
In training set: In validation set:
Variables
-
Yariables in input data
Seq#

D#

Classes in the output variable
digkpray || & W Specify "Success” class (necessary): 1 »

Specify initial cutoff probability value for success: 0.5

Help Cancel| | uext>| Finish |

Click this ko select | deselect the variableis) from the variables list,

28



Summary- Logistic Regression

e Set confidence level and
Click Advanced.

Logistic Regression - Step 2 of 3 @
I

[
| I Force constant term to zero
IV set confidence level for odds: 95 %

| Advanced... l Best subset...l

| Help I Cancel I <§a(k| ﬂext>| Finish I

Specifies the confidence level,

e Select the desired options

and Click OK to return to the

Step 2 of 3 dialog.

Logistic Regression - Advanced Options Lﬁ

Maximum # iterations: 50
Initial marguardt overshoat Factor: 1

Collinearity Diagnostics

[v Perform Collinearity diagnostics
MNumnber of collinearity components: 2 ;‘

Help oK Cancel |

1 checked, output will include Colinearity
lagnostics.

3/20/2014

Click Best Subset and
Select Perform best subset
selection.

Choose the desired
selection procedures for
selecting the best subset of
variables.

Best Subset l&

Iv Perform best subset sekection
Maximum size of best subset: 15 3 Mumber of best subsets: 15 5

Selection procedure
@+ packward elimination

" Exhaustive search

" Forward selection
" Sequential replacement

" Stepwise selection
tepwise selection options
Help oK Cancel I

Specifies how marry best (First best, second best, etc) of the subsets you
msire.

Solvers
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Y

e Click OK to return to the

Step 2 of 3 dialog.

* Click Next to advance to

the Step 3 of 3 dialog.

* Select Covariance matrix of

coefficients, Residuals,
reports, and Lift charts,
then Click Finish.

Logistic Regression - Step 3 of 3 =50

Qutput options on training data

¥ Covariance matrix of coefficients ¥ Residuals

Score training data Score validation data
[v Detailed report [v Detailed report
¥ Summary report

v Lift charts

-
-

Help | Cancel ‘ < Back ‘ ‘ Einish ‘

If checked, output will include lift chart of validation data
set.

29



Classification Using XLMiner

T4 REVIEW VIEW DE]

20D D -

% & R G

Classify Predict Associate  Score
* k-Nearest Neighbors Q&) Discriminant s
w' Logistic Regression
%) k-Nearest Neighbors

% Classification Tree

w' Naive Bayes

Ca) Meural Network
¥

FrontlineSolvers
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k-Nearest Neighbor

* Very simple powerful algorithm — classification decision based on information
from neighboring records.

e k observations — most similar.
* Majority voting — most frequent group among the k nearest neighbors.

No learning stage — training data is our model.

Similarity measure — Euclidean Distance.

Independent variables — scaled appropriately.

Best model — assessing the classification error for various values of k.

Less chance of overfitting — validation error.

Solvers
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Strengths and Weaknesses of
the k-Nearest Neighbor Algorithm

Strengths:
* Very often performs well in practice.
e Stable and easily interpretable results.

Weaknesses:
* Expensive — computationally.
* Focus — local structure.
* Fails — global picture.
* “Curse of dimensionality.”
* Extremely sensitive — outliers and noise.

* Poor performance — undersampled/oversampled groups.

Solvers
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Summary-k-Nearest Neighbor

e Select a cell on the e Select desired variables
Data_Partitionl under Variables in input
worksheet, then click data then click > to select
Classify — k-Nearest as input variables. Select
Neighbors on the the output variable or the
XLMiner ribbon. variable to be classified.

e REVIEW VIEW DE k-Nearest Neighbors Classification - Step 1 of 2 “
e s W “Datasource
Ch C) C @ Workshest: |Data_Partition1 =] workbook: [Universal Bank_DataBa: = |
iy 7
Be o i @ | \ Tl scteme
@ A A #Rows
Classify Predict Associate  Score et In validation set: 1
Variables
- - -
e
Varial

2? L .
= ' Discriminant Analysis
e v

? - .
&D. ~' Logistic Regression =l
&
,9 . OQutput variable:
H).) k-Nearest Neighbors j MPersoraltoon
Classes in the output variable
? # Classes: ¥ Spegfy “Success" dass (for Lift Chart): |1 -
&5 ~ Classification Tree Specify inital cutoff probabilty value for success: 05
&
- o || I o= |
? .
&D. ~ Naive Bayes Cick this 1o select / desalect the variable(s) from the varables Ist.
&

2
=/ Neural Network
‘Do

Solvers
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» Specify “Success” class
and the initial cutoff
value, and click Next.

e Select Normalize input
data and the reports and
input Number of nearest

neighbors. Click Finish.

e e i s (et = S

@ score on spedified value of k as above

" Score on best k between 1 and specified value

Score training data Score validation data

[+ Detailed scoring ¥ Detailed scoring
[¥ Summary report W Summary report
[ Lift charts W Lift charts
Score test data Score new datz
r ™ In worksheet
-
I In datab,
-
Help ‘ Cancel | < Back | | Finish ‘

If checked, each column of the data will
be normalized for the computations.
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Classification Using XLMiner

REVIEW WIEW DE

TA
e & G

Classifyy Predict Associate  Score
u,% Discriminant Analysis

* Classification Tree &2 tosistic Regresion

W k-Nearest Neighbors

%J Classification Tree

'W Naive Bayes

(s Neural Network
¥l

FrontlineSolvers
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Classification Tree

Splitting rules — partitions space of independent variables.
* Tree — summarized and visualized process.

“Best” splits — measure (e.g., Gini index, Information Gain).

Internal node — for splitting.
Branch — two subsets of possible values of parent node.

Leaf nodes — value of response.

Solvers
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Classification Tree

Fully grown classification tree — overfitting.

Solution — pruning.

Over-pruned tree — lose ability to capture structural information.
 What is the optimal size?

Optimal pruning techniques — reduce size without sacrificing predictive accuracy.

Solvers
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Strengths and Weaknesses of
Classification Trees

Strengths:
 Easily interpreted — if-then rules.
* Handles raw data.
* Implicit feature selection.
* No explicit assumptions — underlying relationships.

Weaknesses:

* Greedy heuristic approach —locally optimal solution.

Solvers
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Summary-Classification Tree

Y

Classification Tree - Step 2 of 3

[¥ Mormalize input data

* Select a cell on the * Specify “Success” class and ¥ e s e [

Prune tree using the validation data set

Data_Partitionl Specify initial cutoff e
worksheet, then click probability, then click Next. s T .

Classify — Classification T
Tree on the XLMiner e v T e * Set Maximum # levels to be

ri b b O n . .Ti,- RE\;\EW I,V\EW @?E' e s _ d i S p l a y e d, S e | e Ct F u I I t r e e’ B e St
W 97 9o S ' int
s pruned tree, Minimum error

tree, and reports, then click

Spedifies the lower limit of #records in terminal
node. By default it has a value = 10% of #training
records.

5 Classes in the output variabl

o) Logistic Reg P =i « Classification Tree - Step 3 of 3
; finish. [ -

S k-N t Neighb = Maximum # levels to be displayed: ’_Sil

."")') _ Click this to select | I¥ Full tree [grown using training data)

‘ED'. ssification T I¥ EBest pruned tree [pruned using validation data)

¥ Minimum enar tree [pruned using validation data)

[ Tree with specified number of decizion nodes:

2 v * Select Normalize input data,

¥ Detailed report ¥ Detailed report
v Summar " report

Minimum #records in a
* Select Output and Input  terminal node, and Prune o

variables. tree, then click Next. ol ] o o
So Ive rs i\‘e?edﬂad, output will indude lift chart of validation data

3/20/2014 38
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Classification Using XLMiner

TA REVIEW VIEW DE
|5 &
Classify Predict Associate  Score

L'h%;f Discriminant Analysis

%‘ Logistic Regression

* Naive Bayes @ Nearet Neighbor

% Classification Tree

& e

%' Meural Metwork

FrontlineSolvers

3/20/2014 39
WE DEMOCRATIZE ANALYTICS



Nalve Bayes

Bayes rule — posterior probabilities.
e Assign classes — MAP (maximum a posteriori).

Conditional independence of features.

XLMiner — Multivariate Multinomial distribution.
e XIMiner — Bin Continuous Data.

“Naive” assumptions — yet surprising efficiency.

Solvers
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Strengths and Weaknesses of
the Naive Bayes Algorithm

Strengths:

* Applicable — high-dimensional data.

* Parameter estimation — small training sample.
Applicable — discrete and continuous data.
Efficient — computationally.

Robust with irrelevant features.
Perfect classifier — independent features.

Solvers
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Strengths and Weaknesses of
the Naive Bayes Algorithm

Weaknesses:

* Independence assumption — strong.
* Multinomial model — must contain already observed values.

Solvers

3/20/2014
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Naive Bayes Data Preparation:
Binning Continuous Data using XLMiner

* Click Transform -- Bin * Select Equal Count for o Contrns Dot |

Data source

Continuous Data on the binning the variable. e o e <]

kbook: |Universal Bank_DataBa:

. .
X L IVI I n e r rl b b O n . Select a variable which you want to bin
¥ Variable names in the first row

Data range: |5C522:5|-51523 ﬂ # Rows: 1506 | # Columns:

MName of binned variable

@ d

HOME INvSEF‘.T PAGE LAYOUT
RS &8 * Select Rank to assign

Sample Explore Transform Cluster  Partition ARIMA Sm

W category label to bin

/-(J, Missing Data Handling

[v Show Einning Intervals in the output

821 ,::\;‘ . Binning Options
A )C" Bin Continuous Data I n t e rva I S . Selected variable is Credit Card Avg
1 - Mame of the binned variable H_Credit Card Avg ~ #bins for the variable 41|
2 -)C" Transform Categorical Data » Bins to be made with - )
3 (* Equal count Equal interval
é 'f;-g’ Principal Components Value in the binned variable is
3 I I ' Rank of the bin Start 1 Interval ,—1

" Mean of the bin
" Median of the bin

cted variable |

Work Experience -> Binned_Work E
Income -=> Binned_Income

Credit Card Avg -> Binned_Credit C
Mortgage - Binned_Mortgage

* Select the continuous * Click on Apply this

Note: A new worksheet would be created with binned variables to the right

OK Cancel

variable and enter #bins option and click on ok. ==
for the variable. Spedified #bins for selected binning variable,
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Summary- Nalve Bayes

 Partition the Binneddatal. * Select Input and Output

variables.
e Select a cell on the

Data_Partition1 worksheet, * Specify “Success” class and
then click Classify — Naive Enter a value between O
Bayes. and 1 for Specify the initial
cutoff probability for

success. Click Next

\TA REVIEW VIEW DEY

B L & G

Naive Bayes - Step 2 of 3 “

Prior dass probabilities

" According to relative occurrences in trainin; g data
~
Help | Cancel | < Back | Mext = | Finish |

This option will assign equal probability to all
dagses found in the training data.

» Select an option for Prior
class probabilities. Then
Click Next.

Classify Predict Associate  Score Naive Bayes - Step 1 0f 3
- . -

‘t{; ' Discriminant Analysis
,tb Logistic Regression

~ k-Nearest Neighbors

?
$é
. 'ﬁ} ' (lassification Tree
I:'t'b D Maive Bayes
%p

~' Meural Network

3/20/2014
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* Select Detailed report,
Summary report, and Lift
charts. Click Finish.

Naive Bayes - Step 3 of 3 l-i-J
Score training data Score validation data
[V Detailed rep
v 5 ry rej
[V Lift charts
Score test data
r - iorkshe
-
I In databas
-

Help ‘ Cancel | (Eack‘ | Einish |

If checked, output will include lift chart of validation data
set.
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Classification Using XLMiner

REVIEW VIEW DE

TA
e & @

Classify Predict Associate  Score
w Discriminant Analysis
i '-6 ) T .
w Logistic Regression
w k-Mearest Neighbors

% Classification Tree

¢ Neural NetWOrkS % Naive Bayes

2
%) Meural Network

FrontlineSolvers
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Neural Networks (NN)

Powerful machine learning technique — structure of the human brain.

XLMiner — feed-forward back-propagation.

Interconnected neurons — organized in layers.

Neurons — computational units.

Internally feature extraction.

Dependency — settings and architecture.

Solvers
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Neural Networks Key Components

Input neurons — features.

Xi1
N1
Input X2 - Output
Layer Layer
. YK
xip -

Hidden Layer Hidden Layer

Output layer prediction — fed-forwarded information.

Back-propagated errors — learning.

Epoch — processing of all training observations.

Desired predictive accuracy (training, cross-validation errors) — many learning epochs.

Solvers
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Strengths and Weaknesses of
Neural Networks

Strengths:
* “Universal Approximators.”
* Detects —independent and depended variables’ nonlinear relationships.
Detects — predictors’ relationships.
Automated Learning — less formal modeling.
Robust model — large high-dimensional datasets.
No strong explicit assumptions.
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Strengths and Weaknesses of
Neural Networks

Weaknesses:

“Black-box” learning.
Expensive — computationally.
Prone to overfitting.

Dependency — architecture, parameters, choice of activation and error
functions.

* XLMiner — Automatic Network Architecture option.

Solvers
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Summary-Neural Networks

e Select a cell on the
Data_Partition1 worksheet,
then click Classify — Neural °

Network.

3/20/2014

TA REVIEW VIEW

® H @I

Classify Predict Associate = Score

- - -

< Discriminant Analysis

/ Logistic Regression

9 —
s
9 —
s
- k-Nearest Neighbors

&

?
=3
2) Classification Tree
‘e
? .

- Naive Bayes
=Y y

g J MNeural Network

Select Input and Output
variables.

Specify “Success” class and
Enter a value between O
and 1 for Specify the initial
cutoff probability for
success. Click Next.

Neural Network Classification - Step 1 of 3
Data source
Worksheet: |Data_Partiton1 =] workbook: [Universal Bark_Datagar = |
# Columns:

#Rows
In training set: In vaiidaton set: ]
Variables
o
Variables in input data

v S h
ecify initial cutoff probabilty value for s 0.5

Qggg

Click this to select / deselect the variable(s) from the variables list.

Solvers
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e Select Normalize input

data. Manfully adjust the
Network Architecture and

Training options.

Finish.

Neural network (MultiLayer Feedforward) - Step 2 of 3

¥ Normalize input data
ietwork Architecture

* Select the Reports and click

Neural network(MultiLayer Feedforward)-... “

Score traininy g data Score validation data
[V Detailed report ¥ Detalled report
[ Summary report ¥ Summary report
I Lift charts W Lift charts
Score test data
r
-
I” In database
r n
Help | Cancel ‘ < Back | ‘ Finish |

If checked, scoring can be performed on new data from
worksheet.
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Comments on Classification

* No perfect model — different predictive power and accuracy.
e Build several models — best overall performance.
* Fundamental problems:
* Overfitting.
* Choose simple — best.
* Use cross-validation.
e Curse of dimensionality.
* Choose algorithm — consider dimensions.
e Reduce data dimension — explicitly or use XLMiner’s techniques.

* Final independent test — use test samples.
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3/20/2014
WE DEMOCRATIZE ANALYTICS

51



Summary

Classification — whether a customer will buy a certain product.

XLMiner classification techniques.

Fitting classification models to data.

Working with output of each method.

Appling fitted models to classify new observations.
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Summary

* Vital skill for business analysts — use data intelligently.

e Retrieve and combine data from from SQL databases to Web data sources — use
Excel.

* Visualize and transform your data, apply supervised and unsupervised learning
methods — use XLMiner in Excel.

* A complete toolset for descriptive, predictive and prescriptive analytics — use
Analytic Solver Platform including XLMiner.
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Contact Info

* Dr. Sima Maleki
* Best way to contact me: Consulting@Solver.com

* You may also download this presentation from our website.

* You can download a free trial version of XLMiner at
http://www.solver.com/xIminer-data-mining
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References

Spreadsheet Modeling

* Spreadsheet Modeling and Decision Analysis: A Practical e
Introduction to Business Analytics, 7t" Edition

http://www.cengage.com/us/

* MANAGEMENT SCIENCE-The Art of Modeling with Spreadsheets,
4th Edition

http://www.wiley.com/WileyCDA/WileyTitle/productCd-
EHEP002883.html

* Essentials of Business Analytics, 15t Edition

http://www.cengage.com/us/
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